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Abstract. We present first and second-order accurate exponential time dif-
ferencing methods for a special class of stiff ODEs, denoted as monotonic
relaxation ODEs. Some desirable accuracy and robustness properties of our
methods are established. In particular, we prove a strong form of stability
denoted as monotonic asymptotic stability, guaranteeing that no overshoots of
the equilibrium value are possible. This is motivated by the desire to avoid
spurious unphysical values that could crash a large simulation.

We present a simple numerical example, demonstrating the potential for
increased accuracy and robustness compared to established Runge–Kutta and
exponential methods. Through operator splitting, an application to granular-
gas flow is provided.
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1. Introduction

We are interested in numerical methods for stiff relaxation systems in the form
dV
dt = 1

ε
S(V ), (1)

to be solved for the unknown vector V . Herein, the effect of the relaxation source
term S(V ) is to drive the system towards some local equilibrium value V eq. The
parameter ε represents a characteristic relaxation time towards equilibrium.

Our motivation for studying such systems is their relevance for more general
hyperbolic relaxation systems in the form

∂U

∂t
+ ∂F (U)

∂x
= 1
ε
R(U), (2)

as analysed in detail by Chen et al. [4]. The parameter ε is typically small, imposing
a high degree of stiffness in the system (2).
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A popular approach towards solving stiff systems in the form (1) has been the use
of exponential integrators [5, 12, 22]. Such methods are motivated in part by com-
putational efficiency considerations [13]; without sacrificing high-order accuracy,
one gets rid of the severe restriction on the time step commonly associated with
explicit methods for stiff problems. The main idea behind such methods consists
of splitting the source term into a linear and a nonlinear part as follows:

1
ε
S(V ) = LV +N(V ), (3)

where L is a constant matrix. Ideally, the stiffness of the system (1) should be
associated with the linear part, which may be solved exactly through the matrix
exponential. Coupled to this, the non-linear part N(V ) is solved by standard
Runge–Kutta methods.

In this paper, we wish to emphasize another aspect of methods based on expo-
nential decay; the potential for strong robustness in the sense that the numerical
solution is bounded with no restriction on the time step. In particular, one may
use such methods to ensure that the relaxation step does not introduce unphysical
solutions such as vacuum or negative-density states.

To achieve this, we here present what seems to us a slightly original twist to
the idea of exponential integrators. Instead of viewing the exponential integration
step as the exact solution to a linear sub-problem as given by the splitting (3), we
interpret the exponential integration as a numerical approximation to the original
nonlinear problem, and this approximation is nevertheless accurate to a certain
order in the time step. This change of perspective leads to a slightly different
formulation, and allows us to construct consistent methods that by design guarantee
that the equilibrium solution cannot be exceeded. Although this leads to a high
degree of robustness and accuracy in the stiff limit, the error of our proposed method
nevertheless formally depends on the stiffness of the system.

If the numerical solution is bounded by the equilibrium value, consistency re-
quires the same bound to hold also for the exact mathematical solution. Therefore,
we will limit our investigations in this paper to what we denote as monotonic equa-
tions in the form (1), as defined more precisely in Section 2. This restricts the
class of systems where our methods are applicable, but in particular includes many
relaxation processes of practical interest within the context of (2).

This paper is organized as follows. In Section 2, we present the exponential
integration technique which is the topic of this paper. First and second-order
versions are provided. We also prove the following.

(i) The methods are stable in the strong sense that no numerical overshoots
of the equilibrium value are possible.

(ii) The error is of second order in perturbations from the equilibrium if the
source term decays linearly to zero.

Technical details needed for these proofs are given in Appendix A.
In Section 3, we briefly review hyperbolic relaxation systems in the form (2),

and some known challenges associated with developing numerical methods for such
systems. In this context, we discuss the potential applicability of the methods
derived in Section 2.

In Section 4, some numerical examples are presented. In Section 4.1, we illustrate
the main strength of our methods; they respect the monotonicity of the original
equation with no restrictions on the time step. This example also demonstrates how
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standard Runge–Kutta methods and a classical exponential integrator may fail to
possess this property.

This high degree of numerical stability would be desirable when solving more
general hyperbolic relaxation systems in the form (2). Therefore, in Section 4.2, we
present some preliminary investigations on applying our methods to such systems.
In particular, we consider a numerical benchmark case known from the literature;
a model for granular-gas flow as investigated by Serna and Marquina [33]. These
initial tests seem to compare satisfactorily to results previously reported in the
literature, indicating that our proposed methods may be worthy of further investi-
gation.

Finally, in Section 5 we summarize our results and discuss some directions for
further work.

2. Monotonically Asymptotic Exponential Integration

For the purposes of this paper, we make the following definition.

Definition 1. Consider the equation
dV
dt = 1

ε
S(V ), V ∈ D ⊆ RN , V (0) = V 0 ∈ D (4)

where S(V ) is a C2 function. The system is said to be a relaxation ODE provided
there exists a unique point V eq ∈ D such that

S(V eq) = 0, (5)

and the solution satisfies
lim
t→∞

V (t) = V eq. (6)

2.1. Exponential Integrators. A classical method for the time integration of
systems of stiff differential equations is to use exponential integrators. Such methods
have for several decades constituted an active field of research [6, 23, 11].

The basic idea behind exponential integrators is a splitting of the source term
into a linear and a nonlinear part as follows [5, 13, 16]:

1
ε
S(V ) = LV +N(V ), (7)

where L is a constant matrix. The linear part can then be solved exactly through
application of the matrix exponential. If the stiffness can be associated with the
linear term only, i.e. if

S(V ) = LV + εN (V ), (8)
where L and N are independent of ε, such methods have the potential for error
bounds that do not depend on ε.

Different types of exponential integrators exist. One classical approach is Law-
son’s method [23, 22], where one starts by performing the variable transformation

W (t) = exp
(
− t
ε
L

)
V (t), (9)

which may be substituted in (4) to yield
dW
dt = 1

ε
exp

(
− t
ε
L

)
S(V (W ))− 1

ε
LW . (10)
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One then simply solves forW using a standard Runge–Kutta scheme. Other impor-
tant classes of exponential integrators include exponential Runge–Kutta methods
[14], exponential Rosenbrock methods [15] and exponential multistep methods [27].
For a detailed account on different approaches and error analysis, we refer to the
recent review by Hochbruck and Ostermann [17].

For stiff problems, exponential integrators allow for larger time steps and im-
proved stability compared to straightforward Runge–Kutta methods. A general
theory for constructing high-order versions, applicable to a rather large class of
exponential integrators, was presented by Berland et al. [1].

2.2. Monotonic Relaxation ODEs. Much of the existing literature on expo-
nential integrators focuses on computational accuracy and efficiency. Our current
method is motivated by the desire to shift the focus more strongly towards numer-
ical robustness. Towards this end, we first define a subclass of relaxation ODEs.

Definition 2. A relaxation ODE in the form (4) is said to be a monotonic re-
laxation ODE if

V ′i (t) (V eq
i − Vi(t)) > 0 ∀Vi 6= V eq

i (11)
for all i ∈ {1, . . . , N}.

In other words, we denote the system as monotonic if all the components of the
solution vector are monotonic functions of time. From (4) and (11) we immediately
see that a necessary condition for a system in the form (4) to be a monotonic
relaxation ODE is that the source term must satisfy

Si(V ) (V eq
i − Vi) > 0 ∀Vi 6= V eq

i (12)
for all i ∈ {1, . . . , N}.

Proposition 1. The source term of a monotonic relaxation ODE satisfies
∂Si
∂Vj

(V eq) = 0 ∀i 6= j. (13)

Proof. It follows from monotonicity that we must have
Si(V ) = 0 if Vi = V eq

i , (14)
or else (6) and (12) cannot simultaneously hold. �

Within the framework of hyperbolic relaxation systems in the form (2), mono-
tonicity seems to be a rather inclusive restriction. For instance, it is an essential
property of scalar relaxation ODEs.

Proposition 2. All scalar relaxation ODEs are monotonic in the sense of Defini-
tion 2.

Proof. Assume there exists some time t = t̄ where V ′(t) changes sign. Given that
S(V ) is a smooth function, we would here have V (t̄) = V eq which would hold for
all t ≥ t̄. Hence (11) is automatically satisfied. �

If the relaxation processes are fully independent, this property will carry directly
over to systems. For instance, the relaxation part of the five-equation two-phase
flow model investigated by Munkejord [25], describing simultaneous volume and
momentum transfer, consists of independent relaxation processes and is monotonic
in the sense of Definition 2.
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We will consider a concrete example of a nonlinear, coupled monotonic relaxation
system in Section 4.1. In general, however, strongly coupled relaxation systems
cannot be expected to possess the monotonicity property.

2.3. A Strong Stability Requirement. An essential property of monotonic re-
laxation systems is that the solution vector remains bounded by the equilibrium
value at all times. To avoid unphysical solutions and numerical oscillations, we
want our numerical method to possess an analogous property.

Definition 3. Consider a monotonic relaxation ODE with initial conditions V n

and equilibrium point V eq. Let the numerical solution be given through some oper-
ator S(∆t) as

V n+1 = S(∆t)V n. (15)
The operator S will be denoted as monotonically asymptotically stable if it
satisfies the following properties.
MA1: The operator is consistent with the relaxation system to be solved, i.e. the

local truncation error is of at least second order in ∆t.
MA2: The solution is unconditionally bounded by the equilibrium value, i.e.

V n+1
i ∈ (V ni , V

eq
i ) for V ni < V eq

i ,

V n+1
i = V ni for V ni = V eq

i ,

V n+1
i ∈ (V eq

i , V ni ) for V ni > V eq
i

(16)

for all i ∈ {1, . . . , N} and for all ∆t.

Common explicit methods typically do not possess this form of stability. For
instance, the Forward Euler method satisfies the property MA2 only conditionally,
with a strong restriction on the time step:

∆t
ε
< min

i

(
V eq
i − V ni
Si(V n)

)
. (17)

Implicit methods may however possess such strong stability, as exemplified as fol-
lows.

Proposition 3. The backward Euler method, defined by

V n+1 = V n + ∆t
ε
S(V n+1), (18)

is monotonically asymptotically stable in the sense of Definition 3.

Proof. It is well known and easy to check that the backward Euler method is
consistent; i.e. the property MA1 is satisfied. We now prove the property MA2 by
showing that we otherwise get contradictions. First, we note that the backward
Euler method preserves V ni if and only if V ni = V eq

i . We now consider the case
V eq
i > V ni . Assume that the solution V n+1 of (18) satisfies

V n+1
i < V ni . (19)

From (12), we then have Si(V n+1) > 0 which inserted into (18) yields V n+1
i > V ni ,

in contradiction to (19).
Similarly, assume that the solution V n+1 of (18) satisfies

V n+1
i > V eq

i . (20)
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From (12), we then have Si(V n+1) < 0 which inserted into (18) yields V n+1
i < V ni ,

in contradiction to (20).
The same steps will prove the remaining case V eq

i < V ni . �

Implicit methods generally require the solution of a system of nonlinear equa-
tions, which raises its own computational efficiency and robustness issues. This
motivates the explicit monotonically asymptotically stable method presented in the
following.

Definition 4. The numerical method given by

V n+1
i = V ni + (V eq

i − V
n
i )
(

1− exp
(
−∆t
τi

))
, (21)

where

τi = ε
V eq
i − V ni
Si(V n) , (22)

will be denoted as the ASY1 method.

The ASY1 method may be straightforwardly derived by insisting that it should
satisfy the following natural conditions:

(i) The numerical solution decays to the equilibrium value exponentially as the
time step is increased;

(ii) The time constant of the exponential decay is chosen to make the method
consistent to first order in ∆t with the original ODE.

Now define
δi = V eq

i − V
n
i . (23)

It then follows from Proposition 1 that

lim
δi→0

(
ε

τi

)
= ∂Si
∂Vi

, (24)

hence (21) remains valid also for vanishing δi. However, to avoid numerical prob-
lems, one may consider replacing (21) with the limit (24) if δi becomes very small.

Proposition 4. Let V ni be given by the ASY1 method of Definition 4. Then the
local error

Eni = V ni − Vi(tn) (25)
satisfies the inequality

|Ei(t)| ≤ KCδ
(

∆t
ε

)2
, (26)

where

δ = max
j
|δj | , (27)

C = sup
V ∈D

∣∣∣∣ ∂2S

∂Vj∂Vk

∣∣∣∣ , (28)

and

K =
δ
(
N − 1

2
)

|Si (V n)| max
j

(
Sj (V n)
δj

)(
|Si (V n)|+ 1

2Cδ
2
(
N − 1

2

))
. (29)
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Proof. From Lemma 9 and the variable transformations (95) and (96) in Appen-
dix A, we directly obtain that K must satisfy

K ≥ 1
2
δ
(
N − 1

2
)

|Si (V n)|

(
[Si(V n)]2

|δi|
+ max

j

(
Sj (V n)
δj

)(
|Si (V n)|+ Cδ2

(
N − 1

2

)))
,

(30)
taking into account that the definition (25) scales the error (134) from the Appendix
with a factor δi. The result then follows from further applying the inequality

Si(V n)
δi

≤ max
j

(
Sj (V n)
δj

)
. (31)

�

Proposition 5. The ASY1 method is monotonically asymptotically stable in the
sense of Definition 3.
Proof. It follows from Proposition 4 that the property MA1 is satisfied. From (12)
and (22) it follows that the range of the exponential function is in the interval (0, 1].
Hence the property MA2 is satisfied. �

Remark 1. Note that the ASY1 method (21) inserts a numerical “barrier” at the
point Vi = V eq

i through which the solution can never pass. Hence the method cannot
be consistent unless this barrier is also present in the underlying mathematical equa-
tion, as is the case for monotonic relaxation ODEs. This monotonicity property is
explicitly needed for the error analysis in Appendix A.

In some applications, the equilibrium value may be trivially calculated. For exam-
ple, the relaxation term can represent some friction that drives a velocity to zero. In
other cases, for instance flows involving phase transfers [7], equilibrium calculations
can be computationally expensive or only approximately available. In such cases,
underestimating the distance from the initial value to the equilibrium state leads
to a loss of consistency of the ASY1 method. Overestimating this distance retains
consistency, but makes the method behave more like the Forward Euler method.
2.4. Accuracy Near Equilibrium. The exponential function employed in (21) is
of course only one of many functions that asymptotically approaches a limit value.
However, it becomes the natural choice as it corresponds to the exact solution for
linear monotonic relaxation problems. We have the following proposition.
Proposition 6. Let the ASY1 method of Definition 4 be applied to a monotonic
relaxation ODE. Then the error Ei satisfies the inequality

|Ei| ≤
Cδ2δi

(
N − 1

2
)

Si (V n) ∀∆t ≥ 0. (32)

Proof. The result follows from Lemma 6 in Appendix A with the definitions (102)
and (123). Herein, it must be taken into account that the definition (25) scales the
error (134) from the Appendix with a factor δi. �

We remark the following.
• For linear systems, we have C = 0 and hence Ei = 0 for all t ≥ 0.
• In general, S0 can be arbitrarily close to zero. However, in the case that Si
decays linearly to zero at equilibrium, i.e.

L = ∂Si
∂Vi
6= 0 for Vi = V eq

i , (33)
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then Si will be of order δi and the error Ei will be of order δ2 for sufficiently
small δ.

In the case that Si decays linearly, the error will decay exponentially with the time
step, as described in the following.

Proposition 7. Assume that L 6= 0 and that we are sufficiently close to the equi-
librium so that

δ <
αL

2C
(
N − 1

2
) (34)

for some 0 < α ≤ 1. Then the error Ei(t) satisfies the inequality

|Ei(t)| < |δi| exp
(
−(1− α)Lt

ε

)
. (35)

Proof. The foundation of the proof is given in Appendix A. From Lemma 4 we
obtain the bound

|Ei(t)| ≤ |δi| exp
(
−W t

ε

)
, (36)

where
W = Si (V n)

δi
− Cδ

(
N − 1

2

)
. (37)

Now we have
|Si (V n)| ≥ L |δi| −

1
2Cδ

2
i , (38)

giving

W ≥ L− 1
2C |δi| − Cδ

(
N − 1

2

)
> L(1− α) (39)

where we have used (34). Now the result follows from (36). �

Notably, the error decreases exponentially with the stiffness of the system for
linearly decaying source terms. Hence the apparent “stiffness sensitivity” of the
error bound (26) becomes limited as the time step is increased.

2.5. Second-Order Accuracy. A general explicit two-stage Runge–Kutta scheme
for the ODE (4) can be written in the form

V ∗ = V n + a
∆t
ε
S(V n) (40)

V n+1 = V n + ∆t
ε

(b1S(V n) + b2S(V ∗)) , (41)

for second-order accuracy the parameters a, b1 and b2 must satisfy (see for in-
stance [21, Ch. 8]):

b1 + b2 = 1, ab2 = 1
2 . (42)

In this section, we construct a second-order version of the ASY method through a
similar two-stage application of (21).

Definition 5. The numerical method given by

V ∗i = V ni + (V eq
i − V

n
i )
(

1− exp
(
−a∆t

τi

))
(43)

V n+1
i = V ni + (V eq

i − V
n
i )
(

1− b1 exp
(
−∆t
τi

)
− b2 exp

(
−∆t
τ∗i

))
, (44)
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where
τi = ε

V eq
i − V ni
Si(V n) , τ∗i = ε

V eq
i − V ∗i
Si(V ∗)

, (45)

and the parameters a, b1 and b2 satisfy

b1 + b2 = 1, ab2 = 1
2 , (46)

as well as
b2 ∈ (0, 1], (47)

will be denoted as the ASY2 method.

Proposition 8. When applied to a monotonic relaxation ODE, the ASY2 method
is identical to the exact solution to second order in ∆t in the Taylor expansion.

Proof. Expanding τ∗i we obtain

1
τ∗i

= 1
τi

(
1 + a∆t

(
1
τi

+ 1
Si(V n)

N∑
k=1

∂Si
∂Vk

(V n) Sk(V n)
ε

))
+O(∆t2), (48)

where have used that

V ∗i = V ni + a
∆t
ε
Si(V n) +O(∆t2), (49)

Si(V ∗) = Si(V n) + a
∆t
ε

N∑
k=1

∂Si
∂Vk

(V n)Sk(V n) +O(∆t2). (50)

Substituting (48) into (44) and expanding the exponential function we obtain

V n+1
i = V ni + ∆t

ε
Si(V n) (b1 + b2)

+ 1
2

∆t2

ε2

(
(2ab2 − b1 − b2) Si(V n)2

V eq
i − V ni

+ 2ab2

N∑
k=1

∂Si
∂Vk

(V n)Sk(V n)
)

+O(∆t3),

(51)
whereas the exact solution satisfies

Vi(tn + ∆t) = V ni + ∆t
ε
Si(V n) + 1

2
∆t2

ε2

N∑
k=1

∂Si
∂Vk

(V n)Sk(V n) +O(∆t3). (52)

Now using (46) we may write
Vi(tn + ∆t)− V n+1

i = O(∆t3) ∀V ni 6= V eq
i . (53)

We finally observe that the ASY2 method respects the limit
lim

V n
i
→V eq

i

V n+1
i = V eq

i . (54)

�

Proposition 9. The ASY2 method is monotonically asymptotically stable in the
sense of Definition 3.

Proof. The property MA1 follows immediately from Proposition 8. From (12), it
follows that the exponential functions of (44) are bounded by the interval (0, 1].
The property MA2 then follows from (46)–(47). �
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3. Hyperbolic Relaxation Systems

A hyperbolic relaxation system can be written in general quasilinear form as
follows [26]:

∂U

∂t
+A(U)∂U

∂x
= 1
ε
R(U), (55)

where the matrix A is assumed to be diagonalizable with real eigenvalues in the
domain of interest. In the context of (2), A is given by

A(U) = ∂F

∂U
. (56)

Such systems model many relevant physical problems, such as two-phase flows which
are locally not in thermodynamic equilibrium [7, 8, 32, 37].

The limiting process ε→ 0 in systems in the form (55) was extensively analysed
by Liu [24] and Chen et al. [4], with a particular focus on the relationship between
stability and wave propagation. It is of high interest to obtain good numerical
methods for systems in the form (55) when the relaxation source term is stiff; i.e.
the parameter ε is so small that the time scales associated with the homogeneous
system:

∂U

∂t
+A(U)∂U

∂x
= 0 (57)

are significantly larger than the time scales associated with the relaxation part:
∂U

∂t
= 1
ε
R(U). (58)

Several approaches have been proposed in the literature. These may be roughly
divided into splitting and unsplit methods [29].

3.1. Numerical Methods. We assume a uniform computational grid, and let Un
j

denote the cell averages of U in the cell [xj−1/2, xj+1/2] at time tn. Let H(t) be
the operator that advances the system (57) forward in time, and let S(t) be the
corresponding stiff ODE operator for the system (58). Then we may consider two
main classes of splitting methods [18]:

• Godunov splitting:
Un+1 = S (∆t) ◦ H (∆t)Un, (59)

• Strang splitting [34]:

Un+1 = H
(

1
2∆t

)
◦ S (∆t) ◦ H

(
1
2∆t

)
Un. (60)

Godunov splitting is first-order accurate, whereas Strang splitting is second-order
accurate provided that both H and S are second-order accurate operators. In par-
ticular, Strang splitting applied to (57)–(58) is second-order accurate for any fixed
ε and sufficiently small ∆t. However, as emphasized by Pareschi and Russo [29],
and proved by Jin [19], the method in general degenerates to first order in the limit
ε → 0. Although this limit may never be fully realized in practical applications,
this is nevertheless an undesirable property. Following the terminology of [29], we
will denote schemes that retain their order of accuracy also in the limit ε → 0 as
asymptotically accurate.

Jin [19] proposed an asymptotically second-order accurate splitting method based
on two-stage Runge–Kutta time integration. This paved the way for a currently
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popular class of methods; implicit-explicit (IMEX) Runge–Kutta methods [2, 3, 29]
where an explicit discretization is applied to the flux terms and an implicit one
to the source terms. This provides a general framework for achieving high-order
asymptotic accuracy.

However, implicit methods involve the need to solve systems of nonlinear equa-
tions at each time step. Explicit methods do not suffer from this inconvenience,
and would be preferable if applicable. In the context of (55), some properties of
the ASY methods appear at first sight to be interesting. In particular:

• For stiff relaxation systems in the form (55), we may wish to employ a time
step that is adapted to the hyperbolic dynamics (57). Such a time step
may be excessively large for the relaxation part (58), and could potentially
lead to an unphysical numerical solution, invalidating the simulation. For
instance, if the relaxation process represents phase transitions, a too large
time step could lead to one phase having a negative mass. The Monotonic
Asymptotic Stability property (Propositions 5 and 9) would guarantee that
this could never happen.

• Solutions to relaxation systems in the form (55) tend to remain close to an
equilibrium state. This motivates a numerical method with a high degree
of asymptotic accuracy (Propositions 6 and 7).

Nevertheless, to avoid order degeneracy in the stiff limit, we will have to over-
come the challenge that the relaxation system (58) is intimately coupled to the
hyperbolic part (57). This issue will not be explored in the current paper. In
the next section, we will focus on demonstrating the beneficial properties of the
ASY method when applied to a stand-alone monotonic relaxation ODE. We will
then make some preliminary investigations on the applicability of the ASY method
in the context of hyperbolic relaxation systems, by employing the simple splitting
approach described above.

4. Numerical Examples

The aim of this section is to numerically illustrate the properties formally derived
in Section 2, as well as getting some indications on the potential applicability of our
methods to practical problems. To this end, we first construct a monotonic system
of relaxation ODEs where the source term has a limited domain of definition. While
the ASY methods guarantee that the solution will remain in this domain, some
natural alternative methods here yield invalid solutions if the time step is chosen
too large.

We then consider the granular gas flowmodel studied by Serna and Marquina [33],
as this example allows for comparing the performance of our method to results ex-
isting in the literature. Throughout this section, we will use the parameter

a = 1 (61)
for the ASY2 method of Definition 5. By this choice, we only need two evaluations
of the exponential function in (43)–(44).

4.1. A Nonlinear Monotonic System. In the context of (4), we consider the
following expression for S(V ):

V =
[
V1
V2

]
, S(V ) = −

[
V1
(√
V1 + V2

)
V2
(√
V2 + V1

)] . (62)
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Figure 1. The time evolution of the solution vector V (t) for the benchmark re-
laxation ODE.

We may verify that this is a monotonic relaxation system in the sense of Definition 2,
and that S(V ) takes on real values only if V1, V2 ≥ 0. The equilibrium value is

V eq =
[
0
0

]
. (63)

For our numerical test, we will solve the ODE defined by (62) using ε = 1 for
t ∈ [0, 1] (64)

with the initial condition
V (0) = V 0 =

[
2
10

]
. (65)

The solution V (t) for t ∈ [0, 1] is plotted in Figure 1, with the end state

V (1) ≈
[
4.34664 · 10−2

1.28793

]
. (66)

A phase diagram is shown in Figure 2. Herein, the orbit containing the point
V 0 is shown as a solid line.

4.1.1. Numerical Methods. In this numerical test, we will compare the ASY1 and
ASY2 methods of Definitions 4 and 5 to some classical methods. In particular, we
will consider the following Runge–Kutta methods:
RK1: The first order Forward Euler scheme:

V n+1 = V n + ∆t
ε
S(V n). (67)

RK2: The second order Heun’s Method:

V ∗ = V n + ∆t
ε
S(V n), (68)

V n+1 = V n + ∆t
2ε (S(V n) + S(V ∗)) . (69)
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Figure 2. Phase diagram for the benchmark relaxation ODE. In the checker-
boarded domain, the source term becomes complex.

For simplicity, we will employ the classical exponential integrator of Lawson [23],
as described in Section 2.1. Herein, in the context of the splitting (7), we choose
the linearization

L = A(V 0), (70)

where A is the Jacobian matrix

A(V ) = 1
ε

dS(V )
dV . (71)

First and second-order versions of Lawson’s method are defined as follows:
EXP1: We use the RK1 scheme defined above to solve for the variable W .
EXP2: We use the RK2 scheme defined above to solve for the variable W .

4.1.2. Numerical Results. A reference solution was calculated at t = 1.0 using the
RK2 scheme with ∆t = 10−10, and the error E for the different schemes was calcu-
lated using the Euclidian norm at the point t = 1.0:

E =
√(

V ref
1 − V num

1
)2 +

(
V ref

2 − V num
2

)2
. (72)

Table 1 shows the error for the different schemes for ∆t ranging from 10−6 to 1.0.
The numerical order of convergence n was estimated using

n = log10

(
E i+1

E i

)
(73)

where E i denotes the error when using the step size ∆t = 10i. Table 2 shows the
estimated order of convergence using the errors from Table 1.
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Table 1. The error E at t = 1.0 for the numerical solution of the ODE (62) with
V (t = 0) = [2, 10]T .

∆t RK1 RK2 EXP1 EXP2 ASY1 ASY2
10−6 3.812·10−7 8.960·10−13 3.621·10−7 9.866·10−14 8.333·10−8 6.344·10−14

10−5 3.812·10−6 8.960·10−11 3.621·10−6 9.869·10−12 8.333·10−7 6.346·10−12

10−4 3.812·10−5 8.964·10−9 3.620·10−5 9.904·10−10 8.333·10−6 6.356·10−10

10−3 3.813·10−4 9.005·10−7 3.614·10−4 1.025·10−7 8.327·10−5 6.458·10−8

10−2 3.830·10−3 9.419·10−5 3.552·10−3 1.392·10−5 8.275·10−4 7.494·10−6

10−1 NaN NaN 3.233·10−2 5.858·10−3 7.929·10−3 1.908·10−3

1 NaN NaN NaN NaN 4.344·10−2 8.964·10−1

Table 2. The numerical order of convergence n at t = 1.0 for the solution of the
ODE (62) with V (t = 0) = [2, 10]T .

∆t RK1 RK2 EXP1 EXP2 ASY1 ASY2
10−6 1.000 2.000 1.000 2.000 1.000 2.000
10−5 1.000 2.000 1.000 2.002 1.000 2.001
10−4 1.000 2.002 0.999 2.015 1.000 2.007
10−3 1.002 2.020 0.993 2.133 0.997 2.065
10−2 NaN NaN 0.959 2.624 0.981 2.406
10−1 NaN NaN NaN NaN 0.739 2.672

4.1.3. Interpretation of the Results. We observe that both the RK and EXP schemes
overshoot the equilibrium value for the largest time steps, producing complex num-
bers in the source term (62). This illustrates the situation that forms the primary
motivation for the ASY methods. As stated by Propositions 5 and 9, the ASY
methods yield physically valid solutions with no restrictions on the time step.

We observe that all methods display the expected numerical order of convergence.
For this test case, the ASY methods consistently perform better than their RK and
EXP counterparts for a given time step size.

The performance of the EXP methods could probably be improved by choosing
a more representative integrator than the simple Lawson’s method. On the other
hand, the ASY methods still have the benefit of not depending on a splitting (7);
they depend only on the equilibrium state V eq. Also, they do not require the
calculation of any matrix exponential.

4.2. A Granular-Gas Flow Model. Granular gases have lately been the subject
of considerable theoretical, numerical and experimental studies [9, 30, 29, 33, 31].
In this work we consider a continuum model for granular-gas flow, in which the
dynamics are accounted for by a hyperbolic conservation law with relaxation. Our
main motivation for choosing this example is the existence of previously published
numerical results [20, 29, 33], to which our simulations may be compared.

In addition, the ASY methods should be well suited to the following features of
the model:

• The relaxation part of the system is a monotonic nonlinear relaxation ODE.
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• The equilibrium state corresponds to a granular temperature T = 0 and is
hence easy to calculate.

• Numerically overshooting the equilibrium would be undesirable, as it would
lead to the unphysical state T < 0, yielding complex values in the source
term.

4.2.1. Fluid-Mechanical Equations. The dynamics of a one-dimensional granular-
gas flow under the influence of gravity, in the form considered by Serna and Mar-
quina [33], can be described by the Euler-like equations

∂ρ

∂t
+ ∂(ρu)

∂x
= 0, (74a)

∂(ρu)
∂t

+ ∂(ρu2 + p)
∂x

= ρg, (74b)

∂E

∂t
+ ∂ u(E + p)

∂x
= Θ + ρgu. (74c)

In the above, ρ is the density, u is the velocity, p is the pressure, g is the gravitational
acceleration, E is the energy density and Θ is the rate of energy loss due to inelastic
collisions. The energy density consists of both kinetic and internal energy and is
given by E = (1/2)ρu2 + (3/2)ρT , where T is the granular temperature.

Following Serna and Marquina [33], we use an energy-loss term based on Haff’s
cooling law [10], given by

Θ(ρ, T ) = − 12√
π

1− e2

σ
ρT 3/2G(ν), (75)

where σ is the particle diameter and e ∈ [0, 1] is the restitution coefficient. For
e = 1 we recover a fully elastic model. The statistical correlation function G(ν) is
given by

G(ν) = ν

(
1−

(
ν

νM

) 3
4νM

)−1

, (76)

where ν = (π/6)ρσ3 is the volume fraction and νM is the maximal volume fraction.
The pressure is determined by a granular equation of state (EOS), introduced

by Goldshtein and Shapiro [9], given by
p(ρ, T ) = Tρ(1 + 2(1 + e)G(ν)). (77)

4.2.2. The Relaxation ODE. Within the splitting (57)–(58), we obtain

U =

 ρρu
E

 and 1
ε
R(U) =

 0
0

Θ(ρ, T )

 . (78)

For any initial condition

U0 =

 ρ0
ρ0u0
E0

 , (79)

this may be written in the reduced form (4) with
V (U) = E, (80)

1
ε
S(V ) = −8

√
2

3πρ0

1− e2

σ

(
V − 1

2ρ0u
2
0

)3/2
G(ν0). (81)
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Furthermore, for any V we can reconstruct the full state vector U as

U(V ) =

 ρ0
ρ0u0
V

 . (82)

Note that the ODE defined by (81) can be integrated analytically to yield

V (t) = 1
2ρ0u

2
0 +

(
E0 −

1
2ρ0u

2
0

)(
1 + 4t

√
2

3πρ0

1− e2

σ
G(ν0)

√
E0 −

1
2ρ0u2

0

)−2

.

(83)
As the purpose of this section is to illustrate the use of the ASY methods in the
context of hyperbolic conservation laws with relaxation, we will integrate (81) nu-
merically rather than make use of this analytical expression.

4.2.3. Numerical Method. In order to numerically demonstrate the ASY methods
on the granular-gas model described in Section 4.2, we use a fractional-step method
as described in Section 3.1. This means that we need a numerical solver for the
hyperbolic part (57) to use in tandem with the ODE solver; we will use the MUSTA
method of Toro [35], augmented with the MUSCL approach of van Leer [36].

We consider a uniform grid in space and time, and denote tn = t0 + n∆t and
xj = x0 + j∆x. For a first-order accurate numerical scheme, we advance the
solution Un

j forward in time by using

Un+1
j = Un

j + Fnj ∆t, (84)

where
Fnj = 1

∆x

(
F nj−1/2 − F

n
j+1/2

)
+ Q(Un

j ). (85)

In the above, F nj+1/2 is the numerical approximation to the inter-cell flux and
Q(Un

j ) are local source terms other than relaxation terms. For the granular-gas
model, Q(U) will be the gravity source terms.

In the Multi-Stage (MUSTA) approach, the inter-cell flux is calculated by solving
the local Riemann problem at each cell interface on a local grid [35]. The solution
on the local grid is then advanced in several stages giving an approximation to the
inter-cell flux. In our application, we will use four local grid cells and two local
iteration steps. The CFL number of the local grid is kept the same as on the global
grid.

4.2.4. High Resolution. In a high resolution (second order) extension to the MUSTA
scheme, we employ a second-order strong-stability-preserving (SSP) Runge–Kutta
method to advance the solution forward in time. The two-stage scheme is given by

U∗j = Un
j + Fnj ∆t,

Un+1
j = 1

2U
n
j + 1

2U
∗
j + 1

2F
∗
j ∆t.

(86)

In order to obtain second-order accuracy in space, a piecewise linear MUSCL in-
terpolation [28, 36] was used. For the granular-gas model, the variables used in the
interpolation were given by

W =
[
ρ v p

]T
. (87)
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We reconstruct these variables to the right and to the left of the cell interface as

WR
j+1/2 = W j+1 −

∆x
2 σj+1 and W L

j+1/2 = W j + ∆x
2 σj , (88)

respectively. The cell slopes σj are calculated using a minmod slope, given by

σj,i = minmod
(
Wj,i −Wj−1,i

∆x ,
Wj+1,i −Wj,i

∆x

)
, (89)

where the minmod function is defined as

minmod(a, b) =


0 if ab ≤ 0
a if |a| < |b| and ab > 0
b if |b| < |a| and ab > 0

. (90)

The reconstructed values at the interface are then used for the Riemann problem
on the local MUSTA grid, in order to obtain second-order accuracy in space. We
refer to the high-resolution scheme as MUSCL-MUSTA.

4.2.5. Test Case: Granular-Gas Tube. In this section we use the ASY integrators
as a part of a fractional-step method in order to compare with previously reported
results for the granular-gas model.

We consider the case of a granular gas in a vertical tube hitting a solid wall at
the bottom end, as used by Serna and Marquina [33] and also Pareschi and Russo
[29]. A highly similar simulation was presented by Kamath and Du [20].

The 0.1 m tube is initially filled with a granular gas with ν = 0.018 kg, velocity
0.18 m/s and pressure p = 1589.26 Pa. We use the gravitational acceleration g =
9.8 m/s, the restitution coefficient e = 0.97, νM = 0.65 kg and the particle diameter
σ = 10−3 m. The left boundary condition is given by an incoming flow consistent
with the initial condition. At the right end of the domain we used a reflective
boundary condition.

Simulations were carried out using 200 computational cells and a CFL number of
0.4. Figure 3 shows the results for the packing fraction, granular temperature and
pressure at t = 0.23 s, using the MUSTA-ASY1 scheme with Godunov splitting and
the MUSCL-MUSTA-ASY2 scheme with Strang splitting. The reference solution
was computed using the MUSCL-MUSTA-ASY2 scheme with 10 000 cells.

The results show a shock being formed when the gas hits the solid wall. The
shock propagates backwards and the gas continues to compress against the wall
until the maximum volume fraction is reached at the right boundary. It is also
at the right boundary the difference between the first and second-order schemes is
most prominent.

4.2.6. Test Case: Stiffened Granular-Gas Tube. In order to demonstrate the per-
formance of the proposed numerical schemes in a stiff case, consider the artificially
scaled relaxation term

Θε(ρ, T ) = 1
ε

Θ(ρ, T ), (91)
where ε > 0 is a stiffness parameter. This can be seen as a scaling of the particle
diameter by a factor ε.

The numerical solution of the stiffened granular-gas tube was calculated using
the same initial data, boundary conditions and numerical parameters as those used
in Section 4.2.5. The stiffness parameter was ε = 0.02. Note that in this case,
the problem is stiff in the sense that an explicit first-order Runge–Kutta step in
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Figure 3. Granular-gas shock case at t = 0.23 s for the MUSTA-ASY1 scheme
and the MUSCL-MUSTA-ASY2 scheme. The solid line is the reference solution.

the ODE-part will overshoot equilibrium and produce an unphysical state. Figure
4 shows the packing fraction and pressure at t = 0.23 for the MUSTA-ASY1 and
MUSCL-MUSTA-ASY2 schemes. We observe that, in contrast to the case from
Section 4.2.5, the stiffened case reaches the maximal packing fraction in the right
part of the tube. In this limit the speed of sound tends to infinity [33], which causes
severe time-step restrictions. A reference solution was therefore not calculated in
this case.
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Figure 4. The stiffened granular-gas shock case at t = 0.23 s for the MUSTA-
ASY1 scheme and the MUSCL-MUSTA-ASY2 scheme.

4.2.7. Interpretation of the Results. The parameters used for the first granular-gas
case do not lead to a high degree of stiffness. Hence this test case does not directly
illustrate the asymptotic accuracy and robustness properties of the ASY methods.
On the other hand, our choice of parameters allows us to compare our simulations to
results previously reported in the literature [20, 29, 33]. In this respect, our results
do not compare unfavourably in terms of accuracy and numerical robustness.

The artificially stiffened granular-gas case demonstrated the ability for the ASY1
and ASY2 methods to handle stiff source terms. The results show that the methods
are stable even when reaching the close-packed limit.

These results, together with the properties formally derived in Section 2 and
illustrated numerically in Section 4.1, indicate that the ASYmethods show potential
for being useful in the context of hyperbolic relaxation systems.

5. Summary

We have investigated a technique, based on exponential integration, for solv-
ing monotonic relaxation ODEs. First and second-order versions of our methods
have been presented. We have proved that the resulting methods possess desirable
accuracy and stability properties. In particular, for first-order corrections to the
equilibrium value, the methods yield the exact solution.
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Furthermore, the methods yield numerical solutions that are unconditionally
bounded by the equilibrium state. This forms the main motivation behind our
approach, and ensures a high degree of robustness in that unphysical solutions can
be avoided.

These accuracy and robustness properties have been numerically demonstrated
on a simple system of relaxation ODEs. We have argued that these properties
may be particularly relevant in the context of hyperbolic conservation laws with
relaxation. Through operator splitting, we have tested the viability of our approach
to a model representing flow of granular gases with encouraging results.

The methods are, by design, applicable only to a restricted class of ODEs de-
noted as monotonic relaxation ODEs. This is both the weakness and strength of
our methods. The strength lies in the fact that when the underlying equation sys-
tem is monotonic, our methods will mimic its asymptotic behaviour in a simple and
accurate manner. For monotonic systems, our methods do not require any calcu-
lation of the matrix exponential, and are uniquely determined by the equilibrium
state of the given ODE.

Further work is needed to derive higher-order conditions for general multi-stage
versions of the method. In the context of hyperbolic relaxation systems, it would
be of high interest to systematically investigate unsplit versions of the approach,
to avoid the order degeneracy in the stiff limit associated with operator splitting.
Herein, ideas presented by Jin [19] may provide a useful starting point.

Appendix A. Error Analysis – Technical Details

A.1. A Transformation of Variables. To simplify the analysis, it will be con-
venient to write (1) in dimensionless form. We write

Vi(t) = βi(t)Vi(0) + (1− βi(t))V eq
i , (92)

where
βi(0) = 1. (93)

Now it follows from monotonicity that

βi ∈ [0, 1], (94)

and we define
δi = −dVi

dβi
= V eq

i − Vi(0). (95)

We also introduce the rescaled time variable

ϑi = Si(0)t
εδi

, (96)

giving

dt = εδi
Si(0) dϑi, (97)

where we have used the shorthand

Si(0) = Si(V (β(0))). (98)

Hence (1) can be written as
dβi
dϑi

= −Si(V (β))
Si(0) = −ξi(β). (99)
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For a monotonic relaxation system, we have

ξi > 0 for βk ∈ (0, 1], k ∈ {1, . . . , N}. (100)

Also note that ∣∣∣∣ ∂2ξi
∂βj∂βk

∣∣∣∣ =
∣∣∣∣ δjδkSi(0)

∣∣∣∣ ∣∣∣∣ ∂2Si
∂Vj∂Vk

∣∣∣∣ ∀i, j, k. (101)

It will prove convenient to introduce the dimensionless constants

µi = max
j

∣∣∣∣ ∂2ξi
∂βi∂βj

∣∣∣∣ , (102)

where the maximum is taken over all possible values of β ∈ [0, 1]N .

Lemma 1. The source term ξi(β) satisfies the sharp inequality

ξi(β) ≤ ζ̂i(β), (103)

where

ζ̂i(β) = βi

1− 1
2µi(1− βi) + µi

N∑
j=1

(1− βj)

 . (104)

Proof. Write ξi as a linear interpolant

ξi(β∗(s)) = (1− s)ξi(β∗(0)) + sξi(β∗(1)) +R(s), (105)

where

β∗j (s) =
{
s if i = j

βj otherwise.
(106)

Then it follows from the error formula for polynomial interpolation that

|R(βi)| ≤
1
2µiβi(1− βi), (107)

giving

ξi(β) ≤ βi
(
ξi(β∗(1)) + 1

2µi(1− βi)
)
. (108)

Furthermore, we have

ξi(β∗(1)) = 1 +
∑
j 6=i

∂ξi
∂βj

(β̄)(βj − 1), (109)

for some β̄ ∈ [0, 1]N . It now follows from (13) that∣∣∣∣ ∂ξi∂βj
(β̄)
∣∣∣∣ ≤ 0 + µiβi ≤ µi. (110)

Hence

ξi(β∗(1)) ≤ 1 +
∑
j 6=i

∣∣∣∣ ∂ξi∂βj
(β̄)
∣∣∣∣ (1− βj) ≤ 1 + µi

∑
j 6=i

(1− βj), (111)

and the result follows from (108). Note that the inequality becomes an equality if
all the second derivatives are equal, constant and positive, proving that the bound
is sharp. �
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Lemma 2. The source term ξi(β) satisfies the inequality

ξi(β) ≥ ζ̌i(β), (112)
where

ζ̌i(β) = βi

1 + 1
2µi(1− βi)− µi

N∑
j=1

(1− βj)

 . (113)

Proof. The result follows from arguments fully analogous to the proof of Lemma 1.
Note that the inequality becomes an equality if all the second derivatives are equal,
constant and positive. However, unless

µi

(
N − 1

2

)
≤ 1 (114)

ζ̌i(β) will become negative at some points. Hence (114) must be satisfied for the
bound to be sharp. �

Lemma 3. Assume that the source term satisfies
ξ̌i(β) ≤ ξi(β) ≤ ξ̂i(β) ∀β ∈ [0, 1]N . (115)

Let β̂i and β̌i be the solutions to the modified equations
dβ̂i
dϑi

= −ξ̂i(β̂), β̂i(0) = 1, (116)

dβ̌i
dϑi

= −ξ̌i(β̌), β̌i(0) = 1. (117)

Then
β̂i(ϑi) ≤ βi(ϑi) ≤ β̌i(ϑi) ∀ϑi ≥ 0. (118)

Proof. Note that at ϑi = 0 we have β̌i = β̂i = βi = 1. Hence, if there is some
ϑ̂i > 0 where β̂i(ϑ̂i) > βi(ϑ̂i) there must be some ϑi < ϑ̂i where

β(ϑi) = β̂i(ϑi), (119)
d

dϑi

(
β̂i − βi

)
= ξi − ξ̂i > 0, (120)

in contradiction to (115). Similarly, if there is some ϑ̌i > 0 where β̌i(ϑ̌i) < βi(ϑ̌i)
there must be some ϑi < ϑ̌i where

β(ϑi) = β̌i(ϑi), (121)
d

dϑi

(
β̌i − βi

)
= ξi − ξ̌i < 0, (122)

in contradiction to (115). �

Defining the shorthand

ηi = µi

(
N − 1

2

)
, (123)

we may now state the following result.

Lemma 4. The solution βi(ϑi) satisfies the inequality

e−(1+ηi)ϑi ≤ βi(ϑi) ≤ e−(1−ηi)ϑi . (124)
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Proof. Define

ξ̂i(β) = βi (1 + ηi) ≥ ζ̂i, (125)

ξ̌i(β) = βi (1− ηi) ≤ ζ̌i, (126)

and the result follows from Lemmas 1, 2 and 3. �

Now defining

η = max
i
ηi, (127)

zj = e−(1+η)ϑj , (128)
ẑ = min

j
(zj) , (129)

we obtain the following lemma.

Lemma 5. The source term ξi(β) satisfies the inequality

βi (1− (1− ẑ)ηi) ≤ ξi ≤ βi (1 + (1− ẑ)ηi) . (130)

Proof. From Lemmas 1, 2 and 4 we obtain

βi

(
1− 1

2µi(1− βi)− µi(N − 1)(1− ẑ)
)

≤ ξi ≤ βi
(

1 + 1
2µi(1− βi) + µi(N − 1)(1− ẑ)

)
, (131)

from which the result follows from (123). �

A.2. The ASY Method. In this dimensionless formulation, the ASY1 method is
given as the exact solution β̃i to (99) with

ξ̃i = β̃i, β̃i(0) = 1, (132)

i. e.
β̃i(ϑi) = e−ϑi . (133)

We now define the local error

Ei(ϑi) = β̃i(ϑi)− βi(ϑi). (134)

Lemma 6. The error Ei(ϑi) satisfies the inequality

|Ei(ϑi)| ≤ ηi ∀ϑi ≥ 0. (135)

Proof. Assume that the error is positive. It then follows from (124) that

Ei(ϑi) ≤ e−ϑi
(
1− e−ηiϑi

)
≤
(

(1 + ηi)−
1+ηi
ηi

)
ηi ≤ ηi. (136)

Assume that the error is negative and that η < 1. It then follows from (124) that

|Ei(ϑi)| ≤ e−ϑi
(
eηiϑi − 1

)
≤
(

(1− ηi)
1−ηi
ηi

)
ηi ≤ ηi. (137)

To complete the proof, assume that the error is negative and that ηi ≥ 1. Given
βi ∈ [0, 1], it then follows directly from the definition (134) that

|Ei(ϑi)| ≤ 1 ≤ ηi. (138)

�



24 AURSAND ET AL.

A.3. Temporal Accuracy. We now define the parameter

ri = 1
ϑi

max
j
ϑj ≥ 1. (139)

Lemma 7. Assume that the source term is given by

ξi(ϑi) = βi (1 + (1− ẑ)ηi) . (140)

Then the error satisfies

|Ei(ϑi)| ≤
1
2ηi (1 + ri(1 + η))ϑ2

i ∀ϑi ≥ 0. (141)

Proof. Observe that we have

Ei(0) = 0, (142)
E′i(0) = 0, (143)

E′′i (ϑi) = Ei(ϑi) + βiηi
(
2(ẑ − 1)− ηi(ẑ − 1)2 + ẑri(1 + η)

)
, (144)

where Ei(ϑi) ≥ 0. From Lemma 6 we find that

|E′′i (ϑi)| ≤ ηi (1 + ri(1 + η)) , (145)

from which the result follows. �

Lemma 8. Assume that the source term is given by

ξi(ϑi) = βi (1− (1− ẑ)ηi) . (146)

Then the error satisfies

|Ei(ϑi)| ≤
1
2ηi (1 + ri(1 + η))ϑ2

i ∀ϑi ≥ 0. (147)

Proof. Observe that we have

Ei(0) = 0, (148)
E′i(0) = 0, (149)

E′′i (ϑi) = Ei(ϑi)− βiηi
(
2(ẑ − 1) + ηi(ẑ − 1)2 + ẑri(1 + η)

)
, (150)

where Ei(ϑi) ≤ 0. From Lemma 6 we find that

|E′′i (ϑi)| ≤ ηi (1 + ri(1 + η)) , (151)

from which the result follows. �

Lemma 9. For any valid source term ξi(ϑi), the error Ei(ϑi) satisfies the inequality

|Ei(ϑi)| ≤
1
2ηi (1 + ri(1 + η))ϑ2

i ∀ϑi ≥ 0. (152)

Proof. The result follows from Lemmas 3, 5, 7 and 8. �
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